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OCCUPANCY GRID CALIBRATION

INCORPORATION BY REFERENCE

[0001] This application claims priority to European Patent
Application Number 21184910.4, filed on Jul. 9, 2021, the
disclosure of which is incorporated by reference in its
entirety.

BACKGROUND

[0002] With the current development of motor vehicles
that are fully autonomous and/or fitted with ADAS (Ad-
vanced Driver Assistance Systems), many techniques have
been developed for the reliable estimation of the vehicle
environment on the basis of a large amount of data coming
from one or more sensors of the vehicle. A widely used
approach involves detecting objects or obstacles in the
environment of the vehicle using one or more sensors and
then fusing the data from various sensor sources into an
occupancy grid containing cells associated with respective
occupancy and/or free space probabilities. The occupancy
probability of each cell is calculated using a suitable sensor
model that converts the data relating to detected objects and
additional information into occupancy and/or free space
probabilities.

[0003] In order to provide an accurate and reliable repre-
sentation of the vehicle environment it is advisable to
calibrate the occupancy grid, taking into account the dis-
tinctive characteristics of the sources of input information. It
follows that each input sensor source requires different
sensor modelling calibration. Moreover, in the occupancy
grid algorithm itself, the filtering parameters are to be tuned
correctly in order to filter noisy data propetrly.

SUMMARY

[0004] The present disclosure relates to the calibration of
occupancy grids used to map a vehicle environment.

[0005] According to a first aspect of the present disclosure
there is provided a computer-implemented method of cali-
brating an occupancy grid mapping a vehicle environment,
the method comprising identifying, by a controller, a feature
of an occupancy grid that maps a vehicle environment, with
the occupancy grid providing a primary representation of the
feature; determining, by the controller, a quality level of the
primary representation of the feature; determining, by the
controller, if the quality level satisfies a quality criterion; and
adjusting, by the controller, a calibration of the occupancy
grid if the quality level fails to satisfy the quality criterion,
wherein the adjusting a calibration of the occupancy grid
includes adjusting at least one parameter used to generate
the occupancy grid to cause the quality level to satisfy the
quality criterion.

[0006] Determining a quality level of the primary repre-
sentation of the feature may comprise obtaining, by the
controller, reference information providing a secondary rep-
resentation of the feature (e.g., the identified feature), with
the reference information being obtained independently of
the occupancy grid; and comparing, by the controller, the
secondary representation of the feature from the reference
information with the primary representation of the feature
from the occupancy grid to determine a disparity between
the secondary representation and the primary representation.
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[0007] Determining if the quality level satisfies a quality
criterion may comprise determining if the disparity satisfies
a tolerance threshold.

[0008] Adjusting a calibration of the occupancy grid may
comprise adjusting at least one parameter used to generate
the occupancy grid to reduce the disparity between the
secondary representation and the primary representation.
[0009] Adjusting at least one parameter used to generate
the occupancy grid to reduce the disparity between the
secondary representation and the primary representation
may comprise applying a gradient descent algorithm to the
at least one parameter to minimize the disparity.

[0010] The method may further comprise storing, at a
memory, simulation data that models a dependence of the
disparity on the at least one parameter used to generate the
occupancy grid.

[0011] The reference information providing a secondary
representation of the feature may comprise positional data of
an object corresponding to the feature, with the positional
data being obtained from a high-definition map module.
[0012] The reference information providing a secondary
representation of the feature may comprise dynamic posi-
tional data obtained from an object tracker module.

[0013] The at least one parameter may comprise one or
more of: a decay mean lifetime, a free space confidence
level, a sensor model type, or a detection uncertainty value.
[0014] According to a second aspect of the present dis-
closure there is provided a computer program product com-
prising computer-readable instructions that, when executed
by a processor, cause a computer to perform the method of
the first aspect, including any operations thereof.

[0015] According to a third aspect of the present disclo-
sure there is provided a system for calibrating an occupancy
grid mapping a vehicle environment, with the system com-
prising: a controller configured to: identify a feature of an
occupancy grid that maps a vehicle environment, with the
occupancy grid providing a primary representation of the
feature; determine a quality level of the primary represen-
tation of the feature; determine if the quality level satisfies
a quality criterion; and adjust a calibration of the occupancy
grid if the quality level fails to satisfy the quality criterion,
wherein the adjusting of the calibration of the occupancy
grid comprises an adjustment to at least one parameter used
to generate the occupancy grid to cause the quality level to
satisfy the quality criterion.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] So that the present disclosure may be fully under-
stood by the skilled person, examples will be described with
reference to the accompanying drawings, in which:

[0017] FIG. 1 illustrates an example vehicle;

[0018] FIG. 2 is a schematic block diagram of an example
device for mapping the surroundings of the vehicle;
[0019] FIG. 3 is a schematic block diagram of an example
occupancy grid determiner;

[0020] FIG. 4A illustrates an example occupancy grid;
[0021] FIG. 4B illustrates an example drivable cortidor;
[0022] FIG. 5 illustrates an example calibration parameter
space;

[0023] FIG. 6 is an example initial grid representation of
a traffic sign;

[0024] FIG. 7 is an example maximum-likelihood

approximation of the traffic sign;
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[0025] FIG. 8 shows the changes to the example repre-
sentation of the traffic sign with varying parameters; and
[0026] FIG.9 is a flow chart illustrating example opera-
tions performed in example embodiments of the present
disclosure.

DETAILED DESCRIPTION

[0027] Example embodiments of the present disclosure
provide for improved calibration of an occupancy grid that
maps a vehicle environment. One or more features repre-
sented in the occupancy grid are identified and the quality of
the representation of the one or more features is measured
using one or more key performance indicators. If the quality
of the representation is determined not to meet a satisfactory
level then the calibration of one or more parameters used to
generate the occupancy grid is adjusted so that a satisfactory
representation of the feature on the occupancy grid is
obtained.

[0028] In one embodiment, the representation of a driv-
able corridor is compared with object tracking information
obtained from an object tracking system. The position of a
second vehicle in a lane ahead of the ego-vehicle may be
estimated from the occupancy grid as the terminus of a
drivable corridor ahead of the ego-vehicle. This positional
information may then be compared with object tracker data
obtained from an object tracking system to determine a
disparity between the positional data obtained from the
occupancy grid (corresponding to the end of the drivable
corridor) and the positional data obtained from the object
tracking system. Since the object tracking system is assumed
to be more accurate than the positional data obtained from
the occupancy grid, the disparity gives a quality level of the
positional data obtained from the occupancy grid. If the
disparity fails to satisfy a quality criterion (for example if the
disparity is above a threshold) then one or more parameters
used to generate the occupancy grid are adjusted to reduce
the disparity to an acceptable level.

[0029] In another embodiment, a portion of the occupancy
grid representing an object (such as a traffic sign) is com-
pared with positional information obtained from a high-
definition (HD) maps module. An ideal representation of the
object would involve a single cell of the occupancy grid
being designated as being occupied. The resolution of the
representation of the object in the occupancy grid is com-
pared to a quality criterion. If the representation of the object
does not satisfy the quality criterion, then one or more
parameters used to generate the occupancy grid are adjusted
to improve the representation of the object in the occupancy
grid to an acceptable level.

[0030] According to various embodiments, the amount of
adjustment of the parameters used to generate the occupancy
grid is based on simulation data. The disparity level may be
plotted as a function of one or more parameters used to
generate the occupancy grid. As such, the link between
disparity levels and the various parameters used to generate
the occupancy grid can be modelled from simulation data.
An optimization algorithm such as a gradient descent algo-
rithm may be employed to determine the level of adjustment
of the parameters that is required in order to minimize the
disparity between the occupancy information and the refer-
ence information. The parameters are then adjusted, thereby
re-calibrating the occupancy grid.

[0031] Such an arrangement is advantageous for several
reasons. The occupancy grid may be re-calibrated automati-
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cally. This is useful in situations where the vehicle environ-
ment changes, for example when the vehicle experiences a
change in weather or light conditions. It is possible to
perform the re-calibration without detailed knowledge of the
ground truth for the entire vehicle environment. Instead, one
or more features are identified from the occupancy grid, and
ground truth information for those particular features are
analyzed to determine the quality level of the occupancy
grid. As such, example embodiments are more computation-
ally eflicient than prior approaches.

[0032] FIG. 1 shows a vehicle 10 equipped with a device
20 for mapping the environment of the vehicle 10 according
to one or more embodiments of the present disclosure. The
device may have various components mounted on the
vehicle 10 at different locations, but for the sake of simplic-
ity the device 20 is depicted as a single component mounted
on the vehicle. The device 20 includes one or more sensors
for sensing objects and/or free space in the surroundings of
the vehicle 10. For example, the device 20 includes one or
more radar sensors, lidar sensors, ultrasonic sensors and/or
imaging sensors for detecting objects in the surroundings of
the vehicle 10. The device 20 is configured to map the
environment of the vehicle 10 according to the methods
disclosed herein.

[0033] In the device 20, the sensors are mounted on the
vehicle 10 such that they are able to sense objects within a
field of view F of the vehicle surroundings, and in particular
to sense the distance to objects in a plurality of directions
from the vehicle 10 in the field of view. For example, sensors
may be mounted at the front corners of the vehicle 10. The
field of view is depicted as extending in the frontward
direction of the vehicle 10, although the field of view could
extend in any direction of the vehicle. Further, the field of
view could be a partial view of the vehicle’s surroundings,
or it could be an entire panoramic view of the surroundings.
It will be appreciated that the number, position, and orien-
tation of the sensors of the device 20 can be selected to
achieve the desired field of view.

[0034] FIG. 2 is a schematic block diagram illustrating
components of the device 20 in accordance with one
embodiment.

[0035] The device 20 includes an occupancy grid deter-
miner 200 configured to implement logic to determine an
occupancy grid that maps the vehicle environment. The
device 20 includes sensor systems including a radar system
210, a lidar system 220, and a camera system 230. In some
embodiments, the device 20 may include an ultrasound
system (not shown).

[0036] The radar system 210 includes one or more radar
antennas configured to emit radar signals, for example
modulated radar signals, e.g., a Chirp-Signal. A signal may
be acquired or detected at one or more antennas and is
generally referred to as a return signal. The return signal(s)
may result from a reflection of the emitted radar signal(s) on
an obstacle. The one or more antennas may be provided
individually or as an array of antennas, wherein at least one
antenna of the one or more antennas emits the radar signal
(s), and at least one antenna of the one or more antennas
detects the return signal(s). The detected or acquired return
signal(s) represents a variation of an amplitude/energy of an
electromagnetic field over time.

[0037] Thelidar system 220 is similarly configured to emit
signals to the surroundings of the vehicle 10 and to detect
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reflected signals from the surroundings of the vehicle and
therefore detect objects in the surroundings.

[0038] The camera system 230 includes one or more
cameras that are mounted on the vehicle 10 to provide
images and/or video of the road surface along which the
vehicle 10 is driving. The one or more cameras are posi-
tioned such that image and/or video data is captured of the
vehicle surroundings. For example, cameras may be located
around the vehicle to obtain a 360-degree field of view of the
vehicle surroundings. The camera system 230 may include
processing means that is configured to analyze images
and/or video obtained by the cameras to extract information
therefrom. For example, deep learning and neural networks
may be employed to analyze the images and/or video to
perform segmentation analysis to identify objects in the
vehicle’s surroundings.

[0039] The device 20 includes an object tracker 240. The
object tracker 240 is operable to identify dynamic objects
from image data obtained by one or more sensor systems,
such as the radar system 210, the lidar system 220, and/or
the camera system 230. The object tracker 240 is operable to
obtain the shape, dimensions, speed, and orientation of
dynamic objects in the vehicle’s surroundings from radar,
lidar, and image data. For example, the object tracker 240
may be operable to track other vehicles or pedestrians in the
vehicle environment. The object tracker 240 may identify
the shape of an identified object using segmentation analysis
of a camera image and identify the object as a car. The object
tracker 240 tracks the object in the field of view of the
vehicle 10 and can extract information regarding the behav-
ior of the tracked object such as the speed of the tracked
object.

[0040] The device 20 includes a high-definition (HD)
maps module 250. The HD maps module 250 is operable to
obtain up-to-date HD map data of the environment in which
the vehicle 10 is travelling. The HD maps module 250 may
download HD map data for use offline The HD maps module
250 may also have a network connection to obtain HD map
data online

[0041] The device 20 includes a GNSS module 260 that
may be configured to obtain the vehicle’s current position
using the global positioning system (GPS), GLONASS,
Galileo or any other satellite navigation systen. Positioning
data obtained by the GNSS module 260 may be used to plot
the position of the vehicle 10 on an HD map obtained by the
HD maps module 250.

[0042] The device 20 includes input/output (I/O) 270 to
allow the device 20 to interact with other systems. For
example, the device 20 may interact with a vehicle control
system 1000 that is operable to control the movement (such
as steering, acceleration, and braking) of the vehicle 10.
Thus, information obtained by the device 20 may be used by
the vehicle control system 1000 to drive the vehicle 10 along
a given route.

[0043] FIG. 3 shows a schematic block diagram of the
occupancy grid determiner 200 for mapping the environ-
ment of the vehicle 10 according to one or more embodi-
ments. The occupancy grid determiner 200 includes a con-
troller 301, memory 302, and input/output 303.

[0044] The controller 301 includes an acquisitioning unit
310, an occupancy/free space mapping unit 311, and an
occupancy grid calibration unit 312.

[0045] The acquisitioning unit 310 is configured to acquire
sensor data (e.g., range and range rate data) from the one or
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more sensors (such as the sensors of the camera system,
radar system, and/or lidar system) and compute the location
of one or more objects in the vehicle’s surroundings from the
sensor data. In particular, for embodiments including a radar,
lidar, or ultrasound sensor, the acquisitioning unit 310 may
acquire the return signal (e.g., detected at the one or more
antennas) and may apply an analogue-to-digital (A/D) con-
version thereto. The acquisitioning unit 310 may convert a
delay between emitting the signal(s) and detecting the return
signal(s) into range data indicating the distance between an
object and the vehicle 10, and the direction of the object is
also calculated from the return signal(s) (e.g., from compar-
ing multiple signals from different antennas). The delay, and
thereby the range data, may be acquired by correlating the
return signal(s) with the emitted radar signal(s). Alterna-
tively or additionally, the acquisitioning unit 310 may
acquire image data from one or more stereo cameras and
perform a stereo algorithm on the image data to calculate the
distance to an object and the vehicle 10.

[0046] The acquisitioning unit 310 is further configured to
acquire reference information from a secondary source such
as the object tracker 240 or the HD maps module 250 and to
provide the reference information to the calibration unit 312.

[0047] The occupancy/free space mapping unit 311 is
configured to acquire the coordinates of the detected objects
or free space calculated by the acquisitioning unit 310 and
to calculate an occupancy grid in the earth frame of refer-
ence based on the data. More specifically, the occupancy/
free space mapping unit 311 includes a sensor model which
takes the acquired detection data from the acquisitioning
unit 310 as an input and generates an occupancy grid from
the data (it will be appreciated that any sensor model may be
used—for example any physical model, deterministic
model, or inverse sensor model). For example, the occu-
pancy/free space mapping unit 311 may receive a plurality
of detections from the acquisitioning unit 310, with each
detection including a range value and an azimuth (indicating
the distance and direction of the detected object or free space
with respect to the vehicle). The detections may then be
converted into a set of occupancy and/or free space prob-
abilities for cells in an occupancy grid. The occupancy/free
space 311 is configured to use an appropriate sensor fusion
model to combine sensor data obtained from different types
of sensors, such as radar, lidar, and image data.

[0048] The calibration unit 312 is configured to identify
features of the occupancy grid for which the quality of the
representation provided by the occupancy grid is measured.
The calibration unit 312 determines the quality level for the
one or more identified features and further determines if the
quality level is satisfactory. For example, the position of an
identified object in the occupancy grid is compared, by the
calibration unit 312, with the position of the object obtained
from the object tracker 240. A disparity between the two
measured positions is obtained. If the quality level is not
satisfactory, for example if the disparity is greater than or
equal to a threshold, then the calibration unit 312 determines
to re-calibrate the occupancy grid. The calibration unit 312
uses simulation data that models a dependence of the
disparity on various parameters used to generate the occu-
pancy grid. The calibration unit 312 may be configured to
use an optimization algorithm such as a gradient descent
algorithm to identify parameter values that result in a
minimization of the disparity value. The calibration unit 312
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adjusts the parameters to the identified parameter values,
thereby re-calibrating the occupancy grid.

[0049] The memory 302 includes working memory (e.g.,
a random-access memory) and an instruction store that is
storing code 3021 defining a computer program including
computer-readable instructions which, when executed by the
controller 301, cause the controller 301 to perform the
processing operations described herein. The instruction store
may include a ROM (e.g., in the form of an electrically-
erasable programmable read-only memory (EEPROM) or
flash memory) which is pre-loaded with the computer-
readable instructions. Alternatively, the instruction store
may include a RAM or similar type of memory, and the
computer-readable instructions can be input thereto from a
computer program product, such as a computer-readable
storage medium such as a CDROM 320, etc. or a computer-
readable signal 330 carrying the computer-readable instruc-
tions.

[0050] The memory 302 also stores simulation data 3022
that is used by the calibration unit 312 to determine the
amount of calibration of certain parameters used to generate
the occupancy grid.

[0051] An example occupancy grid is shown in FIG. 4A.
The occupancy grid includes a grid of cells. The cell
positions are defined using an occupancy grid coordinate
system. The coordinate system may be a right-handed coor-
dinate systen, with the origin being attached, for example at
a corner of the grid. The coordinates of the bottom right cell
may be designated as (0,0,0) with the coordinates of each
neighboring cell increasing by one in the direction of
movement from the first cell. Clearly, any other cell in the
occupancy grid may be designated as the origin having
coordinates (0, 0, 0). The z-axis is defined in 2D applications
to correctly define the direction of rotation, but it may also
be used to define the positions of cells in a 3D grid for 3D
applications. The occupancy grid may be defined in an earth
frame of reference, a vehicle frame of reference, or another
frame of reference. For example, the occupancy grid may be
generated in the vehicle frame of reference, and as such the
coordinates of the occupancy grid each correspond to a fixed
coordinate in the vehicle frame of reference.

[0052] Each cell may take an occupancy value indicating
whether that position is occupied by an object or not. For
example, in the illustrated example in FIG. 4A, the darker
cells, such as cell 40 indicate that the cell is occupied by an
object (and corresponds to the position where the sensors
detect an object). On the other hand, the white cells 41
indicate that the cell is not occupied by an object and may
be designated as free space. The white cells 41 shown in
FIG. 4 may be modelled as a drivable corridor in front of the
vehicle 10. Finally, the grey cells 42 indicate that there is no
knowledge of the occupancy of that cell (for instance
because another object lies in between that cell and the
sensors, such that no signal reaches the position correspond-
ing to that cell. The occupancy value for each cell is
calculated from the detections acquired by the acquisitioning
unit 310 from the various sensor systems of the device 20.
For example, based on the range, azimuth, and uncertainties
of the detections, the occupancy evidence for each cell is
calculated, which describes the probability that each cell is
the origin of a detection (e.g., contains the location of the
detection).

[0053] The occupancy grid may be a Bayesian occupancy
grid wherein the probability of the cell occupancy is calcu-
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lated from evidence values obtained from the object and/or
free space detections, although any type of occupancy grid
may be used without departing from the present disclosure.
For example, the occupancy probability of a cell may be
given by p(occ)=0.5+0.5-p(cld), where p(cld) is the occu-
pancy evidence value of cell ¢ given an object detection d.
Equally, the free space probability may be given by p(free)
=0.5+0.5-p(clf), where p(clf) is the free space evidence value
of cell ¢ given a free space detection f. In some embodi-
ments, the occupancy grid may include a grid of probabili-
ties that each cell is occupied based on the p(occ) values
and/or p(free) values. Each cell may then be assigned a
probability value that the cell is occupied based on the object
and/or free space detections.

[0054] The occupancy grid may be rendered as, for
example, a greyscale image or similar based on the prob-
ability value (0 being white/black, 1 being black/white).
Fach cell may instead be assigned as “occupied” if the
occupancy probability is above an upper threshold, or
“empty” if the occupancy probability is below a lower
threshold. The occupancy grid may be rendered in two
colors accordingly. In some embodiments, each grid cell
may only be assigned “empty” or “occupied”. In other
embodiments a cell may further be assigned as “unknown”
if the occupancy probability is between the upper and lower
threshold, if the thresholds differ. It will be appreciated that
other methods may be used to generate the occupancy grid
from the detection data. For example, a Dempster-Shafer
framework may be used to generate the occupancy grid. Any
suitable motion detection algorithm may be performed on
the occupancy grid generated under any framework by
measuring the change in the occupancy values of the occu-
pancy grid between time frames.

[0055] Furthermore, confidence values may be determined
as a weighting for each occupancy or free space probability
value. For example, for every sensor or for each detection in
a particular set, an existence probability parameter may be
defined as a confidence level for the evidence obtained from
the sensor or detection. The confidence level may then be
used as a weighting to determine the occupancy and free
space evidence values within the acquisitioning unit 310. As
such, it is possible to comply with the International Orga-
nization for Standardization (ISO) requirement for automo-
tive standards to ensure that every sensor detection has an
existence probability parameter, which indicates the reliabil-
ity of the measurement.

[0056] In embodiments of the present disclosure, the
acquisitioning unit 310 firstly computes the detection or free
space evidence for a grid cell based on the sensor param-
eters. Secondly, this value is multiplied by the sensor and/or
detection confidence level. The output is used as p(cld) value
as described above.

[0057] The occupancy grid provides occupancy and/or
free space information at a particular point in time. The
behavior of objects over time is accounted for by incorpo-
rating a decay rate. The decay rate works by artificially
diminishing the evidence values (such as occupancy or free
space probability values) in the entire grid over time. The
key limitation of sensor and free space modelling is the
simplification of many physical dependencies; for instance,
various occupancy grid algorithms assume data completion
and cell independence. During the process of integrating
multiple pieces of evidence, hidden dependencies are omit-
ted. Consequently, the results tend to become overconfident.
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In order to deal with this problem, exponential information
decay may be applied. This increases the uncertainty of grid
cells while preserving the overall variance of the map. The
exponential decay may be described as:

plt—An = (p(1) - 0.5).e*% +0.5

where p(t) is probability of the cell at time t; At is the time
elapsed between two decay operations; and A is the decay
mean lifetime.

[0058] The behavior of the decay depends on the update
rate of the occupancy grid. The decay tends towards the most
uncertain probability value, which is 0.5 for the Bayesian
inference method.

[0059] FIG. 4B shows a vehicle 10 driving along a road.
The environment of the vehicle may be modelled by the
occupancy grid. The vehicle 45 may be detected by one or
more of the camera, radar, and/or lidar systems and included
as an object detection in an occupancy grid. The space in
front of the vehicle 10 up to the vehicle 45 may be
designated by the occupancy grid as free space and marked
as a drivable corridor. The object tracker 240 is also con-
figured to detect and track the vehicle 45. The position of the
vehicle 45 with respect to the vehicle 10 as determined by
the occupancy grid may be compared with the position of the
vehicle 45 with respect to the vehicle 10 as determined by
the object tracker 240. If the disparity between the two
determined positions for the vehicle 45 is above a threshold,
then it is determined that a re-calibration should be per-
formed on the occupancy grid.

[0060] FIG. 5 illustrates a calibration space. The error,
e.g., disparity between measured position of an object
according to the object tracker and according to the occu-
pancy grid, is plotted as a function of parameters x and y,
where X is a confidence score of an occupancy probability
and y is the confidence score of a free space mass. The data
used to create the plot was obtained from numerous simu-
lations. The simulation data thus obtained may be stored by
the occupancy grid determiner 200. It can be seen that the
error may be minimized by adjusting the parameters x and
y to certain values. The calibration unit 312 may use an
optimization algorithm to determine the values of param-
eters x and y usable to minimize the error.

[0061] In accordance with another embodiment of the
present disclosure, object detections determined by the
occupancy grid may be compared with information obtained
from the HD maps module 250. The position of a feature of
the occupancy grid identified as corresponding to an object
detection is compared to the HD map data. In the following
example, the occupancy grid provides a representation of a
traffic sign. The HD maps module 250 provides information
about the position of the traffic sign. An example of an initial
grid representation of a traffic sign is presented in FIG. 6.
After initial object extraction, a Gaussian representation is
extracted using, for example, a maximum-likelihood
approximation as shown in FIG. 7.

[0062] The occupancy grid representation of the traffic
sign should be as small as possible (ideally the traffic sign
should occupy only a single grid cell—depending on a size
of the grid cells), and the traffic sign representation should
be circular. Therefore, for measuring the quality level of the
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representation of the sign in the occupancy grid, the Gauss-
ian ellipse area and its circularity may be utilized.

[0063] The calibration update step is again the result of
various tuning rules defined using simulation and experi-
mental evaluation. For example, two tuning rules for the
traffic sign in front of the vehicle are presented in FIG. 8.
The top row of FIG. 8 illustrates the impact of increasing the
free space confidence level. The area of the occupancy grid
that represents the detected object decreases as the free space
confidence level is increased. Therefore, in this case,
increasing the free space confidence level leads to an
improved resolution of the representation of the feature in
the occupancy grid.

[0064] The bottom row of FIG. 8, in contrast, illustrates
the impact of varying the decay rate of the occupancy grid
by varying the decay mean lifetime (A) value. The decay
mean lifetime is inversely proportional to the decay rate.
Therefore, as the decay mean lifetime is decreased, the
decay rate is increased. Decreasing the decay mean lifetime,
thereby increasing the decay rate of the occupancy grid,
causes the area of a feature represented by the occupancy
grid, such as the traffic sign, to decrease. Therefore, in this
case, increasing the decay rate of the occupancy grid (by
decreasing the decay mean lifetime) leads to an improved
resolution of the representation of the feature in the occu-
pancy grid.

[0065] Other parameters that can be varied include the
sensor model type and a detection uncertainty value. For
example, the representation of a traffic sign on an occupancy
grid may vary depending on whether a 1D Range, a 1D
Azimuth, or a 2D Gaussian modelling technique is used.

[0066] Therefore, when it is determined that the represen-
tation of the sign in the occupancy grid does not satisfy a
quality criterion, for example if the representation of an
object such as a traffic sign occupies too many grid cells of
the occupancy grid, then an optimization algorithm may be
used to vary the free space confidence level, decay mean
lifetime, sensor model type, andfor detection uncertainty
value to improve the representation of the traffic sign in the
occupancy grid.

[0067] FIG. 9 is a flow chart illustrating example opera-
tions carried out in example embodiments of the present
disclosure.

[0068] At step 9.1, a feature of an occupancy grid is
identified. The occupancy grid may be considered to provide
a primary representation of the feature.

[0069] At step 9.2, a quality level of the primary repre-
sentation of the feature is determined. The quality level may
be determined by comparing the representation obtained
from the occupancy grid with reference information provid-
ing a secondary representation of the feature. The reference
information is obtained independently of the occupancy grid
and may be obtained from a secondary source such as an
object tracker or HD maps data. The secondary representa-
tion of the feature may be compared with the primary
representation of the feature from the occupancy grid to
determine a disparity between the secondary representation
and the primary representation.

[0070] At step 9.3, it is determined if the quality level
satisfies a quality criterion. If the quality criterion is satis-
fied, then the process ends at step 9.4. Determining if the
quality level satisfies a quality criterion may include deter-
mining if the disparity satisfies a tolerance threshold.
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[0071] If the quality criterion is not satisfied, then an
adjustment of the calibration of the occupancy grid is
performed at step 9.5. Adjusting a calibration of the occu-
pancy grid may involve adjusting at least one parameter
used to generate the occupancy grid to cause the quality
level to satisfy the quality criterion. For example, the free
space confidence level, decay mean lifetime, sensor model
type, and/or detection uncertainty value may be varied to
improve the representation of the feature.

[0072] By virtue of the foregoing capabilities of the
example aspects described herein, which are rooted in
computer technology, the example aspects described herein
improve computers and computer processing/functionality,
and also improve the field(s) of at least autonomous driving.
In the foregoing description, aspects are described with
reference to several embodiments. Accordingly, the speci-
fication should be regarded as illustrative, rather than restric-
tive Similarly, the figures illustrated in the drawings, which
highlight the functionality and advantages of the embodi-
ments, are presented for example purposes only. The archi-
tecture of the embodiments is sufficiently flexible and con-
figurable, such that it may be utilized in ways other than
those shown in the accompanying figures.

[0073] Software embodiments presented herein may be
provided as a computer program, or software, such as one or
motre programs having instructions or sequences of instruc-
tions, included or stored in an article of manufacture such as
a machine-accessible or machine-readable medium, an
instruction store, or computer-readable storage device, each
of which can be non-transitory, in one example embodiment.
The program or instructions on the non-transitory machine-
accessible medium, machine-readable medium, instruction
store, or computer-readable storage device may be used to
program a computer system or other electronic device. The
machine- or computer-readable medium, instruction store,
and storage device may include, but are not limited to,
floppy diskettes, optical disks, and magneto-optical disks or
other types of media/machine-readable medium/instruction
store/storage device suitable for storing or transmitting
electronic instructions.

[0074] The techniques described herein are not limited to
any particular software configuration. They may find appli-
cability in any computing or processing environment. The
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terms “computer-readable”, “machine-accessible medium”,
“machine-readable medium”, “instruction store”, and “com-
puter-readable storage device” used herein shall include any
medium that is capable of storing, encoding, or transmitting
instructions or a sequence of instructions for execution by
the machine, computer, or computer processor and that
causes the machine/computer/computer processor to per-
form any one of the methods described herein. Furthermore,
it is common in the art to speak of software, in one form or
another (e.g., program, procedure, process, application,
module, unit, logic, and so on), as taking an action or
causing a result. Such expressions are merely a shorthand
way of stating that the execution of the software by a
processing system causes the processor to perform an action
to produce a result. Some embodiments may also be imple-
mented by the preparation of application-specific integrated
circuits, field-programmable gate arrays, or by interconnect-
ing an appropriate network of conventional component
circuits.

[0075] Some embodiments include a computer program
product. The computer program product may be a storage
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medium or media, instruction store(s), or storage device(s),
having instructions stored thereon or therein which can be
used to control, or cause, a computer or computer processor
(e.g., a processor) to perform any of the procedures of the
example embodiments described herein. The storage
medium/instruction store/storage device may include, by
example and without limitation, an optical disc, a ROM, a
RAM, an EPROM, an EEPROM, a DRAM, a VRAM, a
flash memory, a flash card, a magnetic card, an optical card,
nanosystems, a molecular memory integrated circuit, a
RAID, remote data storage/archive/warehousing, and/or any
other type of device suitable for storing instructions and/or
data.

[0076] Stored on any one of the computer-readable
medium or media, instruction store(s), or storage device(s),
some implementations include software for controlling both
the hardware of the system and for enabling the system or
microprocessor to interact with a human user or other
mechanism utilizing the results of the embodiments
described herein. Such software may include without limi-
tation device drivers, operating systems, and user applica-
tions. Ultimately, such computer-readable media or storage
device(s) further include software for performing example
aspects, as described above. Included in the programming
and/or software of the system are software modules for
implementing the procedures described herein. In some
example embodiments herein, a module includes software,
although in other example embodiments herein, a module
includes hardware, or a combination of hardware and soft-
ware.

[0077] While various embodiments of the present disclo-
sure have been described above, it should be understood that
they have been presented by way of example, and not
limitation. It will be apparent to persons skilled in the
relevant art(s) that various changes in form and detail can be
made therein. Thus, the present disclosure should not be
limited by any of the above-described example embodi-
ments, but it should be defined only in accordance with the
following claims and their equivalents.

[0078] Further, the purpose of the Abstract is to enable the
Patent Office and the public generally, and especially the
scientists, engineers and practitioners in the art who are not
familiar with patent or legal terms or phraseology, to detet-
mine quickly from a cursory inspection the nature and
essence of the technical disclosure of the application. The
Abstract is not intended to be limiting as to the scope of the
embodiments presented herein in any way. It is also to be
understood that any procedures recited in the claims need
not be performed in the order presented.

[0079] While this specification contains many specific
embodiment details, these should not be construed as limi-
tations on what may be claimed, but rather as descriptions of
features specific to particular embodiments described herein.
Certain features that are described in this specification in the
context of separate embodiments can also be implemented in
combination in a single embodiment. Conversely, various
features that are described in the context of a single embodi-
ment can also be implemented in multiple embodiments
separately or in any suitable sub-combination. Moreover,
although features may be described above as acting in
certain combinations and even initially claimed as such, one
or more features from a claimed combination can in some
cases be excised from the combination, and the claimed
combination may be directed to a sub-combination or varia-
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tion of a sub-combination. In certain circumstances, multi-
tasking and parallel processing may be advantageous. More-
over, the separation of various components in the
embodiments described above should not be understood as
requiring such separation in all embodiments, and it should
be understood that the described program components and
systems can generally be integrated together in a single
software product or packaged into multiple software prod-
ucts.

[0080] Having now described some illustrative embodi-
ments, it is apparent that the foregoing is illustrative and not
limiting, having been presented by way of example. In
particular, although many of the examples presented herein
involve specific combinations of apparatus or software ele-
ments, those elements may be combined in other ways to
accomplish the same objectives. Acts, elements, and features
discussed only in connection with one embodiment are not
intended to be excluded from a similar role in other embodi-
ments or embodiments.

[0081] The apparatuses described herein may be embod-
ied in other specific forms without departing from the
characteristics thereof. The foregoing embodiments are
illustrative rather than limiting of the described systems and
methods. Scope of the apparatuses described herein is thus
indicated by the appended claims, rather than the foregoing
description, and changes that come within the meaning and
range of equivalence of the claims are embraced therein.

What is claimed is:

1. A method comprising:

identifying a feature of an occupancy grid that maps a

vehicle environment, the occupancy grid providing a
primary representation of the feature;

determining a quality level of the primary representation

of the feature;

determining if the quality level satisfies a quality crite-

rion; and

adjusting a calibration of the occupancy grid if the quality

level fails to satisfy the quality criterion, including
adjusting at least one parameter used to generate the
occupancy grid to cause the quality level to satisfy the
quality criterion.

2. The method of claim 1, wherein the determining a
quality level of the primary representation of the feature
comptrises:

obtaining, independently of the occupancy grid, reference

information providing a secondary representation of
the feature; and

comparing the secondary representation of the feature

from the reference information with the primary rep-
resentation of the feature from the occupancy grid to
determine a disparity between the secondary represen-
tation and the primary representation.

3. The method of claim 2, wherein the determining if the
quality level satisfies a quality criterion comprises:

determining if the disparity satisfies a tolerance threshold.

4. The method of claim 3, wherein the adjusting a
calibration of the occupancy grid comprises:

adjusting the at least one parameter used to generate the

occupancy grid to reduce the disparity between the
secondary representation and the primary representa-
tiorL.

5. The method of claim 4, wherein the adjusting at least
one parameter used to generate the occupancy grid to reduce
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the disparity between the secondary representation and the
primary representation comprises:

applying a gradient descent algorithm to the at least one

parameter to minimise the disparity.

6. The method of claim 2, further comprising:

storing, at a memory, simulation data that models a

dependence of the disparity on the at least one param-
eter used to generate the occupancy grid.

7. The method of claim 2, wherein the reference infor-
mation providing a secondary representation of the feature
comprises:

positional data of an object corresponding to the feature,

the positional data being obtained from a high-defini-
tion map module.

8. The method of claim 2, wherein the reference infor-
mation providing a secondary representation of the feature
comprises:

dynamic positional data obtained from an object tracker

module.

9. The method of claim 1, wherein the at least one
parameter comprises one or more of:

a decay mean lifetime, a free space confidence level, a

sensor model type, or a detection uncertainty value.

10. The method of claim 1, wherein the identifying, the
determining a quality level, the determining if the quality
level satisfies a quality criterion, and the adjusting are
performed by a controller of a vehicle.

11. A system comprising:

a controller configured to:

identify a feature of an occupancy grid that maps a
vehicle environment, the occupancy grid providing a
primary representation of the feature;

determine a quality level of the primary representation
of the feature;

determine if the quality level satisfies a quality crite-
rion; and

adjust a calibration of the occupancy grid if the quality
level fails to satisfy the quality criterion by adjusting
at least one parameter used to generate the occu-
pancy grid to cause the quality level to satisfy the
quality criterion.

12. The system of claim 11, wherein the controller is
configured to determine a quality level of the primary
representation of the feature by at least:

obtaining reference information independently of the

occupancy grid, the reference information providing a

secondary representation of the feature; and

comparing the secondary representation of the feature
from the reference information with the primary rep-
resentation of the feature from the occupancy grid to
determine a disparity between the secondary represen-
tation and the primary representation.

13. The system of claim 12, wherein the reference infor-
mation providing a secondary representation of the feature
comprises:

positional data of an object corresponding to the feature,

the positional data being obtained from a high-defini-

tion map module.

14. The system of claim 12, wherein the reference infor-
mation providing a secondary representation of the feature
comptises:

dynamic positional data obtained from an object tracker

module.
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15. The system of claim 12, wherein the controller is
configured to determine if the quality level satisfies a quality
criterion by at least:

determining if the disparity satisfies a tolerance threshold.

16. The system of claim 12, wherein the controller is
configured to adjust a calibration of the occupancy grid by
at least:

adjusting the at least one parameter used to generate the

occupancy grid to reduce the disparity between the
secondary representation and the primary representa-
tion.

17. The system of claim 12, wherein the obtaining refer-
ence information by the controller includes at least one of:

using a high-definition map module to obtain positional

data; or

using an object tracker module to obtain dynamic posi-

tional data.

18. The system of claim 11, wherein the at least one
parameter comprises one or more of:

a decay mean lifetime, a free space confidence level, a

sensor model type, or a detection uncertainty value.

19. A computer program product comprising computer-
readable instructions that, when executed by a processor,
cause a computer to perform operations comprising:

identifying a feature of an occupancy grid that maps a

vehicle environment, the occupancy grid providing a
primary representation of the feature;
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determining a quality level of the primary representation

of the feature;

determining if the quality level satisfies a quality crite-

rion; and

adjusting a calibration of the occupancy grid if the quality

level fails to satisfy the quality criterion, including
adjusting at least one parameter used to generate the
occupancy grid to cause the quality level to satisfy the
quality criterion.

20. The computer program product of claim 19, wherein
the computer is caused to perform operations further com-
prising:

obtaining, independently of the occupancy grid, reference

information providing a secondary representation of
the feature;

comparing the secondary representation of the feature

from the reference information with the primary rep-
resentation of the feature from the occupancy grid to
determine a disparity between the secondary represen-
tation and the primary representation; and

adjusting the at least one parameter used to generate the

occupancy grid to reduce the disparity between the
secondary representation and the primary representa-
tion to thereby adjust the calibration of the occupancy

grid.
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